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SUMMARY

A hybrid scheme composed of finite-volume and finite-difference methods is introduced for the solution
of the Boussinesq equations. While the finite-volume method with a Riemann solver is applied to the
conservative part of the equations, the higher-order Boussinesq terms are discretized using the finite-
difference scheme. Fourth-order accuracy in space for the finite-volume solution is achieved using the
MUSCL-TVD scheme. Within this, four limiters have been tested, of which van-Leer limiter is found
to be the most suitable. The Adams—Basforth third-order predictor and Adams—Moulton fourth-order
corrector methods are used to obtain fourth-order accuracy in time. A recently introduced surface
gradient technique is employed for the treatment of the bottom slope. A new model ‘HYWAVE’, based
on this hybrid solution, has been applied to a number of wave propagation examples, most of which are
taken from previous studies. Examples include sinusoidal waves and bi-chromatic wave propagation in
deep water, sinusoidal wave propagation in shallow water and sinusoidal wave propagation from deep
to shallow water demonstrating the linear shoaling properties of the model. Finally, sinusoidal wave
propagation over a bar is simulated. The results are in good agreement with the theoretical expectations
and published experimental results. Copyright © 2005 John Wiley & Sons, Ltd.

KEY WORDS: hybrid scheme; finite-volume scheme; Boussinesq model; fourth-order accuracy;
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1. INTRODUCTION

Over the last few decades, several numerical models have been developed to predict wave
propagation from relatively deep to shallow water. The most advanced numerical models are
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thus far based on various forms of the Boussinesq equations [1-3]. Boussinesq [4] originally
developed these equations in 1872, by incorporating low-order dispersive effects into the non-
linear shallow water equations for waves propagating over a horizontal bottom. Peregrine
[5] re-derived a system of Boussinesq equations to describe the non-linear transformation of
irregular short waves in water of varying depth in terms of depth-averaged velocities. Since
these equations were limited to shallow water, further efforts have been made to extend the
applicability of the equations to deep water. Madsen et al. [6] and Madsen and Sorensen [1]
added an extra dispersive term to a modified form of Peregrine’s equations; Nwogu [2] derived
new equations by choosing the velocity at an arbitrary depth as one of the variables; while
Beji and Nadaoka [3] applied algebraic manipulation to Peregrine’s original equations. These
modified equations describe weak non-linear and weak dispersive water waves in variable
depths of water. It has been shown that they provide a reasonably good description of wave
propagation in coastal regions [7].

Significant efforts have been made in the past to solve these equations numerically, and dif-
ferent solution approaches have been introduced. Most of the numerical solutions are based on
the finite-difference method [1-3, 8, 9], although there are examples of finite-element solutions
[10-13]. The earliest application of the finite-difference method [8, 14] showed that the trun-
cation errors of low-order approximations significantly affect the accuracy of the solution. This
is because the truncation errors of the finite-difference approximations are of the same form
as the dispersive terms in the Boussinesq equations. Hence, these errors lead to the prediction
of non-physical dispersion or ‘numerical diffusion’. In order to eliminate this effect and obtain
accurate solutions, a careful treatment of truncation errors is necessary. For example, Abbott
et al. [8] substitute the truncation error terms back into their original second-order scheme.
Alternatively, Wei et al. [14] used higher-order techniques for spatial discretization and time
integration, avoiding truncation error terms of the same order as the dispersive terms.

On the other hand, the finite-element methods can be applied more easily to complex coastal
regions than the finite-difference methods. However, it is not easy to apply these methods
directly to the extended form of equations [1-3]. Recently, Walkley and Berzins [10] rewrote
Nwogu’s [2] equations and applied the finite element method successfully. They demonstrated
that highly accurate solutions of wave propagation could be obtained by using this method.
For example, the truncation errors, for the applied linear second-order finite-element method
for spatial discretization on a regular uniform mesh, were of the same form as those obtained
by Wei et al. [14]. While their finite-element solution is applicable to a non-uniform mesh,
the solution can produce non-physical dispersion, the degree of which depends on the selected
mesh size [10]. Hence, the variation of mesh size needs to be suitably controlled. In summary,
both finite-difference and finite-element methods give comparable solutions.

In the last decade, the finite-volume method has been used widely for the solution of the
non-linear shallow water equations [15—18] leading to much improved predictions of flows in
shallow water. The method is particularly successful for shock waves and the complex domain.
Unfortunately, the Boussinesq equations do not lend themselves easily to the finite-volume
method. Recently, a hybrid solution, combining the finite-volume and difference methods,
has been introduced for the Boussinesq-like equations [19]. This new hybrid solution has
been compared with the finite-difference solution by applying both methods for the simulation
of secondary free-surface undulations (Favre waves). It has been concluded that the hybrid
solution produces more accurate results than the finite-difference solution for wave profiles
that are initially steep [19]. This provides the opportunity to develop an integrated model
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based on a hybrid solution of governing equations to simulate the wave propagation from
deep to swash zone.

In this study, we have developed a new hybrid solution to a one-dimensional (1D) Boussi-
nesq equations, in order to simulate the wave propagation from deep to shallow water. Al-
though Nwogu’s [2] and Beji and Nadaoka’s [3] equations appear to have better linearized
dispersion characteristics, Madsen and Serensen’s [1] equations were here chosen as the most
suitable for the application of the finite-volume technique. The application of the hybrid
scheme required the governing equations to be recast to obtain a conservative part that suits
the finite-volume discretization. The conservative part includes the continuity equation and
part of the momentum equations (acceleration term and convective momentum terms). The
remaining terms in the momentum equations, namely the higher order dispersive non-linear
Boussinesq terms, the friction and the bottom slope terms, are considered as the source and
the sink terms. The conservative part is discretized using the finite-volume method with the
Roe scheme [20] whereas the source and sink terms are discretized using the finite-difference
method.

Since the application of the finite-difference method is straightforward, the aim of this paper
is to present the details of the finite-volume solution. In analogy to Wei et al. [14] where
(neglecting the bottom slope) there is a fourth-order finite-difference discretization of the
first-order derivative terms, the hybrid method applies fourth-order discretization in space and
time. High-order discretizations are essential to provide accurate solutions. For the first-order
spatial derivative terms in the conservative part, the so-called fourth-order accurate compact
MUSCL (monotone upstream-centred schemes for conservation laws)-TVD (total variation
diminishing) scheme [21] is used. The bottom slope requires a special treatment as in the
finite-volume solution of the non-linear shallow water equations [22—25]. This work uses
the surface gradient method, introduced by Zhou et al. [25] for the second-order solution
of the non-linear shallow water equations. They showed that this method is accurate for
providing flux balances in the existence of variable topography when higher order solution
techniques are used. A fourth-order accurate solution in time is provided using the third-
order predictor scheme of Adams—Basforth followed by the fourth-order corrector scheme of
Adams—Moulton [14]. The continuity equation is solved explicitly, whereas the momentum
equation is solved implicitly, using a double-sweep algorithm [26]. The governing equations
and numerical solutions are given in more detail in Section 2.

The newly developed model has been tested by applying it to a number of examples of
wave propagation, largely taken from the literature. These examples are: sinusoidal wave
propagation in deep and shallow waters over a flat bottom; bi-chromatic wave propagation
over a flat bottom; sinusoidal wave propagation from deep to shallow water over a slope
of &; and a periodic wave propagating over a bar. The results obtained are compared with
published and theoretical results and are presented in Section 3. Discussion of the performance
of the hybrid solution is given in Section 4. Finally, conclusions and further recommendations
are given in Section 5.

2. METHODOLOGY

In this section, we give details of the governing Boussinesq equations and describe their
numerical solution. Madsen et al. [6] and Madsen and Sorensen [1] re-derived the Boussinesq
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equations originally introduced by Peregrine [4] using depth-integrated velocities (i.e. fluxes)

instead of depth-averaged velocity components and extended their dispersive characteristics.

This system of extended equations is applicable for irregular wave propagation on a slowly

varying bathymetry from deep to shallow water. For these purposes, the deep-water limit

corresponds to d/Ly = 0.5, where d is the still water depth and L, is the deep-water wavelength.
The following are the Madsen and Serensen [1] Boussinesq-type equations:

on OP

T 1)
oP 0 [P? aon
6t+6x<h>+gh8 +le p—o (2)

where # is surface elevation measured from the still water depth (d), P(P = hu) is the volume
flux and u is the depth-averaged velocity in the x direction, # is the water depth and 7, is
the bottom shear stress in the x direction. The symbol 4, denotes the higher order Boussinesq
terms, explicitly given as

_ 1\ ,/ &P s (P od (1 °P *n
= (B+3)d<6x28t> Bd(w) dax<3a ot daZ) )
where B is a coefficient, set equal to  as suggested by Madsen and Serensen [1]. The terms
used in Equations (1) and (2) are graphically presented in Figure 1.

The Boussinesq equations given in Equations (1) and (2) are well suited to our hybrid
solution method in which a finite-volume scheme is applied to conservative part in combination
with a finite-difference scheme applied to the remaining terms.

In order to obtain conservative forms of Equations (1) and (2), it is assumed that the bottom
elevation (topography) is not changing with time or that changes are small in comparison with
surface elevation changes:

on _ oh
A (4)

Datum

Figure 1. Symbols used in 1D Boussinesq equations.
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because
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Also, the derivative of the still water depth, d, with respect to x represents the bottom variation
in the x direction and can be rewritten as

od 3 h@z
ox g Ox

where z is the bottom elevation measured from the datum (Figure 1). The left-hand side of
Equation (6) is known as the bottom slope term.

By introducing Equations (4)—(6) into Equations (1) and (2), the continuity and momentum
equations read:

gh=— (6)

oh  Ohu

a0 @)

ohu @ , 0z
= +8<h +2gh>—gh et =0 (8)

Hence, in compact-conservative form, Equations (7) and (8) take the vector form

oq  of(q)
5 T e @ )

where q = (h,hu)" is the so-called conservative physical vector, f(q) = (hu, hu>+1gh*)" is the
flux vector. The vector b(q) = (0, gh(So. —Sf;)— )T is used to denote the source/sink terms,
where So, = gh(0z/0x) is the bottom slope and Sf, is the friction term that can be given by
Manning’s Formula as

n2u?

Sf="15 (10)

Hence a hybrid solution can be applied to the re-caste Equations (7) and (8). Numerical
solutions are given in following sections.

2.1. Solution

First Equations (7) and (8) are rewritten following Wei et al. [14], as
h=E (11)
U=F (12)
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where

U, =[hu], — (B + )d*Pyy — dd 1Py,
E = —[hu],

F = —[hu* + 3gh°]c + ghz, — ghS [y + Bgd’ N + 2Bd’d 1)y
and the subscript ¢ denotes time derivative while subscript x denotes space derivative.

2.2. Discretization in space

Applying the finite-volume method, the spatial discretization of the continuity equation, F,
results in

1 m Cew w
E=—~ ;T“(Gw)fl”(q )L (13)

where A is the area of the cell, m is the number of sides of the cell, w is an index that
represents the side, T(0") is the transformation matrix which can be obtained by rotating the
co-ordinate axes, T~!(6") is the inverse transformation matrix, L" is the length of the wth
cell side, 0" is the angle between the outward normal vector m and the x-axis, " is the
transformed conservative physical (variable) vector obtained by multiplying q by the trans-
formation matrix and f}’(q") refers to a numerical mass flux, related to the first component,
h. More detailed information on how the transformation matrix T(6") and its inverse matrix
T-1(6") were constructed can be found in Reference [27]. As the solution given here is for
the 1D Boussinesq equations, 6" can take only two values; 0° and 180°. Also, there are only
two active interfaces for each cell in the x directions.

The spatial discretized form of F' by combining finite-volume and finite-difference methods
can be given as

i_l N =1 N ew (R wo_ ) Zit1/2 — Zi—-1)2 _ )
P ST - o () s,

By(d;)
+%x3)[’7i+2 - 217i+1 + 217,‘,1 — 11[72]
By(d;)?
* 6g(Ax3) (=div2 +8diy = 81 +di2)[Mivt — 20 + i1 (14)

Here, f}'(q") corresponds to the numerical momentum flux. The index i refers to the finite-
volume cell as well as to the finite-difference grid point at the centre of ith finite-volume
cell.

The finite-difference approximation of the sources/sinks is given in Equation (14) while
the numerical fluxes in Equations (13) and (14) are evaluated solving Riemann problems at
the cell interfaces. In this study the Roe scheme [20] is used, although, any Riemann solvers
such as HLL, HLLC and Osher [28] can be used instead. More detailed information about
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the evaluation of numerical fluxes by solving Riemann problems can be found in Reference
[27].

The finite-volume discretizations given in Equations (13) and (14) are suitable for both
structured and unstructured cells. However, due to the inclusion of the finite-difference dis-
cretization, the solution given in here is restricted to use on rectangular grids only. Details of
the 1D finite-volume part (i.e. integration and discretization in finite volume) of the hybrid
solution can be found elsewhere [29, 30]. Here, we concentrate on higher order solutions only.

Higher order solutions by the finite-volume method can be achieved by construction of
data on the cell interfaces prior to computation of numerical fluxes. In this work, the cell
interface values are constructed using the fourth-order compact MUSCL-TVD scheme given
by Yamamoto ef al. [21]. These cell interface values are then used for the solution of Riemann
problems. Due to the use of the surface gradient method, data construction for water depth,
h, is completed using the surface level (H) gradient as explained below.

First, the surface level is defined at the centre of a cell as H =h + z where z is a bed
elevation at the centre of a cell (from an arbitrary level) and it is assumed that [25]

Ziv12 + Zi—12
zi=—>—'"
2
where z;11, and z;,_;, are the bed elevations at cell interfaces; i + % and i — %, respectively,

and they are given as an input to the model.
Following Yamamoto ef al. [21], the fourth-order construction is done as follows:

Hf = Hi + [@(r)A Hi_yp + o(1/r1 )20 Hi 1 2]/6 (15)
HE ), =Hivy — [@(r2) 20 Hi o + @(1/r2) A" Hi3]/6 (16)

where H, , is the surface level at the left-hand side of the interface i + 1 and H}, 1 s the

surface level at the right-hand side of the interface i + 1.

The inside of the cell under consideration always corresponds to the left-hand side of the
interface, and the neighbouring cell to the right-hand side.

The values of A*H are calculated in following way:

A*Hipp=AHipp — N Hi /6, AHip1p=Hiyy — H;
N Hi1p=AH3n —20H 110+ AH; 1)

AH, 1y =m(AH;_1j, AH 110, AHy130)

AH 10 =m(AH;1 0, AHi30, AH;—12)

AH 30 = m(AH;30, AH 1o, AH 11 2)

m denotes the Minmod limiter and is given as
m(Jj, k, 1) = (S)max[0, min(|j|, b2(S)k, b(S)!)]
where S =sign(j) and b, =2.
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By eliminating the term A3H, 12, the ordinary third-order MUSCL scheme can be retrieved.
The function ¢(r;) for the use of van-Leer limiter is defined as

o(r)= 7’11 —:_ |:1] | , and similarly for r,
where
i A Hipip _ A'Hip

= =
A*H;_1p A*Hiyp

Generally, flux or slope limiters [31] are used in order to avoid the occurrence of possible over-
or under-shoots due to the higher order MUSCL discretization. The well-known slope limiters
are: van-Leer, Minmod, Superbee and van-Albada [31]. The original method introduced by
Yamamoto et al. [21] uses the Minmod limiter in both third- and fourth-order compact terms.
However, numerical tests within this study show that the use of the van-Leer limiter for the
third-order part gives more accurate results. Consequently the van-Leer limiter is used in the
proposed model for the third-order part and the Minmod for the fourth-order part. The use of
slope limiters will be further discussed later in Section 4.
Finally, the construction of cell interface values for 4 is completed by

hip=Hip =z and By =H =z (17)

It may be worth mentioning here that the central second-order approximation is used for
the discretization of the bottom slope as shown in Equation (14), and it gives accurate flux
balances. The above procedure is applied to data construction at the interface (i — ). For
the construction of the volume fluxes P, H is replaced by P in Equations (15) and (16) and
Equation (17) is not used.

2.3. Time integration

Time integration is achieved in two stages, namely the third-order Adams—Basforth predictor
stage and the fourth-order Adams—Moulton corrector stage. These stages are detailed below:

1. Predictor stage (Adams—Basforth method)

At
hl’l+1 =K+ E|:23E~n _ 16En*1 + SE”*Z] (18)
I n At n n—1 n—2
U = U+ T3F" — 16F" 4 5P (19)

2. Corrector stage (Adams—Moulton method)

A
hn+l :hn + 274?[9En—0—1 + 19En _ SEn—l +En—2] (20)
n+1 n At n+1 n n—1 n—2
Ut =U" o+ g [9F" !+ 19F" — SF 4 17 1)
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U™ and U™ are explicitly given in Equations (22) and (23), respectively.

U"=P! +KI1[-P} | +2P! — P |]+ [ P+ Pl (22)
where
B (d")z
Kl - (B+ 3) ( @ (23)
and
dn n n
K2 = ( dii, +8d}y, —8d +d,)
Ut = [ K1+17<22} Pl [+ 2K11Pr ! — {KH—%} Pl

As can be clearly seen, the water depth in the next time level can be explicitly evaluated
from Equations (18) and (20). However, Equations (19) and (21) require implicit solution.
For that purpose, these equations are rearranged as follows:

K2

K2
Al = { K1+72}, Bl=[1+2K1], Cl= [K1+72}

and

5[23F" —16F"" ! — 5F"2]

K2
Dl =P} + KI[=P}y + 2P = P ]+ =5 [P + Pyl + 5

K2 At

D2 =PI +K1[—P!, \+2P!—P" ]+ 72[ Pl + P ]+ ﬁ[ 9F™ 1 4 19F" — 5F"1 4 F"2]
A1P™) + B1PM! - C1PH ! = D1 (24)
AP + BIP + C1Pr = D2 (25)

where Equations (24) and (25) are rearranged forms of Equations (19) and (21), respectively.

In the predictor stage, a system of simultaneous linear equations, produced by the application
of Equation (24) at every grid point, is solved. In the corrector stage, the same procedure is
repeated for Equation (25). These systems of linear equations are solved by the double-sweep
algorithm [26]. As suggested by Wei et al. [14], the corrector stage is repeated if the error
between two successive results measured by A f given in Equation (26), exceeds 0.001. The
values calculated in the corrector step are considered to be the final next time step (n + 1)
values only when A f<0.001.

1)*
Zi |f1"1+1 _ fl(l’lJr ) |
Zi ‘fi"*'

where f represents any of the variables (4 and P) and * denotes the previous iteration.

Af= (26)
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The overall solution can be summarized as follows:

1. Data construction is completed for each cell interfaces and numerical fluxes are evalu-
ated solving Riemann problems at these cell interfaces.

2. Using Equations (13) and (14), the values of £ and F are calculated.

. The explicit Equation (18) is used to compute the predictor values of 4.

4. The implicit Equation (19), rearranged and written in the form of Equation (24), is
solved by double-sweep algorithm. The solution then gives the predicted values of
(P =hu). This completes the predictor stage.

5. Steps 1 and 2 are repeated. However, the next time step values of £ and F' in Equations
(20) and (21) are computed using the predictor values.

6. The explicit Equation (20) is used to compute the corrected values of /4, which are
considered as the final time step values if A f <0.001.

7. The implicit Equation (21) is rearranged and written in the form of Equation (25),
and again solved by the double-sweep algorithm. The solution then gives the corrected
values of P (hu). The same condition, A ' <0.001, should also be provided. Once the
condition is achieved the final values of P are considered to be the next time step
values of P (i.e. P"*).

W

3. TESTS AND RESULTS

Based on the methodology introduced in Section 2, a new numerical model called HYWAVE
(Hybrid WAVE model) has been developed. The use of the object oriented language DELPHI
5 eased the development of graphical user interfaces for data input and output of intermediate
and final results. A series of numerical tests have been performed in order to validate the
model performance. Here, the model applications to five examples taken from previous studies
[1,6,7,10,32] are presented. All of the following test cases are frictionless.

3.1. Test A: sinusoidal wave propagation in deep waters

The first test of a sinusoidal wave propagating in a channel with a horizontal bottom taken
from Reference [6]. The channel is 120 m long and the still water depth is 4.2 m. The period
and amplitude of the sinusoidal wave are 2.5s and 0.1m, respectively. In this case the ratio of
water depth and wavelength, d/L, =0.43, is closed to the deep-water limit, d/Lo=0.5. At the
seaward boundary, a sinusoidal wave is generated and at the shoreward boundary a sponge
layer [14,33] is introduced to absorb the incoming wave. The time step chosen is 0.02s. A
satisfactory result was obtained with a spatial grid size of 0.1875 m, resulting in 650 cells
being used. Throughout this study, all finite-volume cells have a unit length in the direction
perpendicular to x-axis. For example in this test each finite-volume cell has a 0.1875 x 1 m
size. The choice of grid size will be explained later in Section 4.

The simulated wave propagation is shown in Figure 2. The incoming wave is well developed
and the effectiveness of the sponge layer can be clearly seen on the shoreward boundary (right
end of the channel in Figure 2). The simulated wave amplitude is 0.1m and wavelength 9.97m.
The wavelength was compared with the theoretical expectation from linear wave theory given
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Figure 2. Surface elevation profile—sinusoidal wave propagation in deep water (d/Ly=0.43).

in Equation (27):

gT? 2nd

L—<2n>tanh( 7 ) (27)
A difference between the model and theoretical wavelengths was found to be 0.29m, meaning
that the model produces 3% celerity error. Although the magnitude of the error is the same
as that reported by Madsen et al. [6], their error is opposite in sign (—3%). The fact that
both models produced celerity errors could be arising from the dispersion characteristics of
the Boussinesq equations. The difference in celerity errors between two models is most likely
caused by the different numerical techniques used.

The second sinusoidal test in deep water is taken from Reference [10]. The test is set up
in a 15 m long channel of constant depth of 0.56 m. The incoming wave that propagates
into an initially undisturbed domain has a sinusoidal shape, a wave amplitude =0.025 m and
wave period =0.85 s. Hence, the ratio d/Ly is almost equal to 0.5, which is at the limit of
applicability for the Boussinesq equations. At the seaward boundary, a sinusoidal wave is
generated and at the shoreward boundary a sponge layer is used. For the model simulation, a
time step of 0.01 s and grid size of 0.03 m, hence 500 cells are used.

Figure 3 shows the water surface elevation at ¢t =40s. It can be seen that the incoming wave
is well developed and that steady solution has been achieved. The modelled wavelength is
1.24m whereas the wavelength according to the linear wave theory is 1.17m. This indicates a
celerity error of 4%, which is similar to the error in previous test. The result agrees well with
that reported by Walkley and Berzins [10] despite the different form of Boussinesq equations
and numerical solutions used.

For the final sinusoidal wave propagation test, the first sinusoidal example given in
Reference [6] is repeated. Channel and flow properties are kept the same but the still water
depth is increased to 5 m, resulting in d/Ly=0.51; hence the conditions are pushed outside
the limits of extended Boussinesq equations. The theoretically expected wavelength in this
case is 9.73m. The simulated wave profile is given in Figure 4. Again, a steady solution with
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Figure 3. Surface elevation profile—sinusoidal wave propagation in deep water (d/Lo~0.5).
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Figure 4. Surface elevation profile—sinusoidal wave propagation in deep water (d/Lo~0.51).

constant amplitude has been obtained. When looking at the model prediction, the wavelength
is found to be 10.22m thus the celerity error is estimated as 5%. This suggests that the error
increases with increasing d/L.

These examples illustrated that the newly developed model can accurately predict the prop-
agation up to the deep-water limits and that the results are comparable with results obtained
with previously developed models.

The next test shows that the fourth-order solution in the new hybrid model is also applicable
to the simulation of long wave motions. The Boussinesq equation is reduced to non-linear
shallow water equations by neglecting the Boussinesq term (i) for this application. Then,
the reduced model is applied to the sinusoidal wave propagation problem introduced by Hu
et al. [32]. The channel is 1000 m long with flat bottom and still water depth of 10 m.
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Figure 5. Surface elevation profile—sinusoidal wave propagation in shallow water.

A sinusoidal wave with a height of 0.04 m and a period of 20.193 s is generated at the
seaward boundary. The ratio d/Ly~0.016 is close to the limit of shallow water conditions. At
the shoreward boundary a sponge layer is used so that incoming wave passes through without
reflection. This differs from original example [32] in which wave reflection is studied and the
shoreward boundary is fully reflected off a closed boundary. The channel is divided into 1000
grids and time step of 0.02 s is used.

As can be seen in Figure 5, the model produces steady wave solution with a wavelength of
200 m, which agrees exactly with the reported wavelength [32] of 200 m. This last example
shows that it is easy to ‘switch’ from the Boussinesq to non-linear-shallow water (NSW)
model while keeping the finite-volume solution for NSW.

3.2. Test B: bi-chromatic wave propagation in deep water

Madsen et al. [6] simulated a bi-chromatic wave train in deep water. The same channel
and still water depth given in the first sinusoidal test case are used. The wave consists of
a combination of two waves; first one with a period of 2.5s (d/Ly=0.43) and second one
with a period of 3s (d/Ly=0.3). Both waves have the same amplitude of 0.05m. Taking into
account previously observed errors for different d/Ly, it is encouraging to see that the model
can produce a bi-chromatic wave train. The result at 12 m down from the seaward boundary
is illustrated in Figure 6. The result is almost identical to that produced by Madsen et al. [6].

3.3. Test C: sinusoidal wave from deep to shallow water (linear shoaling)

Madsen and Serensen [1] set up an example in order to verify their model with respect to
linear shoaling. A channel 700 m long with combined flat and sloping bottom is chosen. The
first 10 m from the seaward boundary have a constant depth of 13 m. Between 10 and 650 m,
a slope of % is introduced. Finally, from 650 to 700 m the bottom is flat again with a still
water depth of 0.2 m. At the seaward boundary, a 4s sinusoidal wave is generated whereas a
sponge layer is applied at the shoreward boundary. In the model simulation, a 0.2 m spatial
grid and a time step of 0.01 s are used.
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Figure 6. Surface elevation profile—Dbi-chromatic wave propagation in deep water.

In order to compute the linear shoaling of waves from deep to shallow water, Madsen and
Serensen [1] reduced the original momentum equation to Equation (28):
oP on
— +gd— + =0 28
o T T (28)
This modified momentum equation does not allow a solution in the form of a Riemann prob-
lem, as the slopes of the characteristics cannot be extracted. Therefore, further alterations
have to be made in order to proceed with hybrid solution. Firstly, the modified momentum
equation (28) is entirely discretized by the finite-difference method while the continuity equa-
tion remains to be discretized by the finite-volume method. In order to apply a Riemann solver,
the slopes of characteristics are needed, which are calculated from the following equation:
oP on

This assumption yields the following slopes of the characteristics:

ll:C, AZI—C or 11:\/97’ )Q:_\/gih

Despite this assumption not being entirely valid, no numerical problem has been detected.
This is also demonstrated in Figure 7 where the results of the shoaling test agree with the
theoretical one as well as the published one [1].

3.4. Test D: sinusoidal wave propagation over a bar

The bar-type geometry provides a rigorous test to distinguish the performance of models and
it was used in the past to test the models based on Boussinesq-like approximations (e.g.
References [7, 10]). The test is set up in a 25 m long channel with a flat bottom up to 6m, a
bar between 6 and 17 m and a flat bottom again between 17 m and the end of channel. The
bar has an upward slope of 1:20 and steeper downward slope of 1:10. The channel depth is
0.4 m and the bar is 0.1 m below the surface at its highest point. A sinusoidal wave with
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Figure 7. Free surface profile and maximum elevation envelope calculated by linear theory—sinusoidal
wave propagation from deep water to shallow water (Ax=0.2 m).
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Figure 8. Time history of free surface profile at 10.5 m—sinusoidal wave propagation over a bar.

amplitude of 0.01 m and a period of 2.02 s is generated at the seaward boundary. A sponge
layer is applied to the shoreward boundary as in the previous tests. The numerical simulation
is performed with a time step of 0.007 s on a domain divided into 1000 cells, each of which
has 0.025 m size.

The time histories of water surface profiles at points 10.5m, 13.5m, 15.7m and 17.3 m
are given in Figures 8—11, respectively. The results are in very good agreement with those
measured [7] on the upward slope (at 10.5 m) and on the bar (at 13.5 m). However, dis-
crepancies between the results and those measured occur on the downward slope and more
obvious after the bar at 17.3 m. On the downward slope as the depth increases so does the
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Figure 10. Time history of free surface profile at 15.7 m—sinusoidal wave propagation over a bar.

difference in celerity between the higher harmonic bound and free waves. Here, the difference
between the predicted phase velocities and measured ones become more pronounced. This is
in agreement with test performed by Dingemans [7] using Madsen and Serensen model [1].
Also, the model results are quite similar to those obtained using an alternative set of equations
and numerical techniques [10]. This indicates that the observed discrepancies are primarily
due to the approximation of the dispersion relation in the governing equations [7].

Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2005; 49:1213-1232



HYBRID FINITE-VOLUME FINITE-DIFFERENCE SCHEME 1229

0.03

0.02

0.01

0.00 /;f-\/ - b _,4_1 N aﬁ
AATANIRATAATA
-0.01;'" - /

Water Surface Variation (m)

/ v 7 % Y
-0.02
30 32 34 36 38 40
Time (s)
| Model — Experiment|

Figure 11. Time history of free surface profile at 17.3 m—sinusoidal wave propagation over a bar.

4. DISCUSSION

It has been demonstrated that the new hybrid finite-volume and finite-difference solution of
extended Boussinesq equations [1] can produce accurate results. The hybrid method intro-
duced here has an advantage over the entirely finite-difference solution in the discretization
of the non-linear convective momentum term 0/0x(hu®). Applying the finite-volume method,
discretization is straightforward whereas it requires special attention if the finite-difference
method is used [1]. This is in addition to the advantages, previously shown by Frazao and
Zech [19], of using second-order MUSCL spatial discretization for the modelling of steep
fronts.

However, in the examples shown, the grid size had to be chosen to be smaller than that
reported in models based on the finite-difference solution [1]. Different numbers of grid points
per wavelength were used in the different tests. The smallest number of grid points per
wavelength, which was around 35, was used in Test C and that was sufficient to obtain accurate
results. For example, Test C was repeated with a grid size of 0.5 m, and the result is shown
in Figure 12. Although the linear shoaling is well captured by the model up to somewhere
about 570 m, the discrepancies between the model and the linear theory increase towards the
shoreward boundary. When the wave approaches the shallow region, the wavelength decreases
and so does the number of grid points per wavelength. In other words, the condition explained
earlier is satisfied until some point when the decreasing in wavelength violates the condition,
and the amplitude of wave decreases as the solution becomes too diffusive. In addition, a
smaller grid creates difficulties for the explicit computation of the continuity equation. The
time step has to be chosen to be small enough that a stable solution can be achieved, and
hence the simulation time gets longer.

The early investigations of this problem by the authors show that all the results presented
here, except those for the shallow water application, depend heavily on the type of limiters
used. The Superbee limiter is found to be unsuitable as it predicts too large wave heights.
The Minmod limiter also fails to produce the correct wave heights and generally the incoming
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Figure 12. Free surface profile and maximum elevation envelope calculated by linear theory—sinusoidal
wave propagation from deep water to shallow water (Ax=0.5m).

wave attenuates as it propagates shoreward. The van-Albada limiter behaves in a very similar
manner to the Minmod limiter. The van-Leer limiter is found to have the least influence on
propagating wave characteristics. Hence, the overall results were obtained using the van-Leer
limiter in the third order part of the fourth-order compact MUSCL construction. Unfortunately,
the application of the van-Leer limiter is not problem-free and it requires a certain number of
grid points per wavelength in order to provide accurate results as explained above. Generally,
it is known that reducing the grid size increases the accuracy of the solution. Here, however,
different limiters can produce different results even though the same grid size is used.

The computational efficiency of the model could be improved if a suitable limiter is intro-
duced. Generally, the Superbee limiter is the least diffusive and the Minmod limiter the most
diffusive. This conclusion agrees with that reported by Bradford and Sanders [34]. The degree
of diffusivity resulting from the use of the van-Leer limiter lies between the Superbee and
Minmod limiters. A better solution can be achieved if a limiter with a degree of diffusivity
between Superbee and van-Leer is provided. If such a limiter were used, the condition re-
garding the number of grid points per wavelength, would relax and larger grid and time step
could be used.

5. CONCLUSION AND FURTHER STUDIES

The following conclusions can be drawn:

1. A new hybrid scheme, combining the finite-volume and difference approaches, is intro-
duced for the solution of the Boussinesq equations in order to simulate wave propagation
in deep water, from deep to shallow water and over a bar.

2. Fourth-order accuracy in space and time is used to avoid numerical diffusion. The fourth-
order compact MUSCL scheme is applied for the finite-volume discretization of the
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first-order derivative terms. Ordinary finite-difference discretization is applied to remain-
ing terms. A surface gradient method is used to provide accurate flux balances at the
cell interfaces in the vicinity of the bottom slope. The third-order Adams—Basforth pre-
dictor and the fourth-order Adams—Moulton corrector methods are employed to achieve
fourth-order accuracy in time.

3. A numerical model has been developed and applied to several test cases. The results
are in a good agreement with both the published experimental and theoretical results.

4. Four limiters (Superbee, Minmod, van-Albada and van-Leer) were tested and the van-
Leer limiter was found to be the most suitable but at a cost that a number of grid
points per wavelength should not be less than around 35.

5. The numerical solution has the advantage over a finite-difference solution alone that
there is no need for special attention for the treatment of the non-linear convective
term. This new numerical solution is compatible with solutions for nonlinear shallow
water equations that are currently the most advanced and accurate numerical solutions
for this type of equation. Hence, by neglecting the higher-order Boussinesq terms the
solution can be used for the simulation of river flow and bore waves in both subcriti-
cal and supercritical forms crossing a step or wall [32]. However, the potential of this
model lies in applications that require both Boussinesq and shallow water solutions.

Further studies will involve the full investigation of the slope limiters for the construction of
data in higher order finite-volume solutions. The experiences suggest that the most suitable
limiter would lie between the Superbee and the van-Leer with regard to the degree of diffu-
sivity. Providing such a limiter would ease the restriction on the selection of a number of grid
points per wavelength. Consequently, a larger grid size and so a time step would be used,
resulting in a shorter simulation time. A 2D extension of the solution is under development.
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